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VIE Solutions of 2.5-D Electromagnetic Scattering
by Arbitrary Anisotropic Objects Embedded in

Layered Uniaxial Media
Feng Han , Senior Member, IEEE, Kemeng Tao , Sijia Ma , and Jiawen Li

Abstract— In this article, the 3-D electromagnetic (EM) scatter-1

ing by 2-D dielectric arbitrary anisotropic scatterers embedded2

in a layered uniaxial anisotropic medium is studied. This 2.5-D3

EM scattering problem is mathematically formulated by the4

volume integral equation (VIE) whose discretized weak forms5

are based on the 2.5-D roof-top basis functions and solved6

by the stabilized biconjugate gradient fast Fourier transform7

(BCGS-FFT). Meanwhile, the 2.5-D dyadic Green’s functions8

(DGFs) for the layered uniaxial media are given in detail and9

their evaluation is also discussed. In particular, a tricky variable10

replacement strategy is proposed to obtain analytical expressions11

for partial 2.5-D DGF components. Besides the validation of the12

2.5-D DGFs by comparing them with the corresponding 3-D13

values, several numerical experiments are also carried out to14

validate the accuracy and efficiency of the BCGS-FFT solver for15

the 2.5-D EM scattering in the layered anisotropic circumstance16

by comparing the results with those obtained by a 3-D VIE17

solver. The major new contribution of this work is to extend the18

2.5-D EM scattering computation to accommodate the uniaxial19

anisotropy of the layered background medium and the arbitrary20

anisotropic scatterers.21

Index Terms— 2.5-D, arbitrary anisotropic scatterers, electro-22

magnetic (EM) scattering, layered uniaxial media.23

I. INTRODUCTION24

ELECTROMAGNETIC (EM) scattering refers to the phe-25

nomenon that an object embedded inside the background26

medium will generate a fictitious current under the action27

of an external EM wave, thereby radiating a scattered EM28

field. Since EM scattering has an increasingly wide range29

of applications such as microwave imaging [1], geophysical30

exploration [2], remote sensing [3], land mine detection [4],31

and subsurface unexploded ordnance sensing [5], it is of32

great practical significance to investigate the mechanism of33

scattering as well as the efficient evaluation of scattered fields.34

Usually, in some simple EM scattering scenarios, analytical35

solutions can be obtained. For example, in [6], for the first36
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time, Mie gave the analytically mathematical derivation for 37

the scattering of an EM plane wave by a sphere with arbitrary 38

size and any electric properties placed in a homogeneous 39

background medium. This Mie theory was later extended to 40

EM scattering by a sphere immersed in an absorbing back- 41

ground medium [7], by coated spheres [8], and by anisotropic 42

dielectric spheres [9]. Unfortunately, these analytical solutions 43

are only valid for scatterers with regular shapes placed in ideal 44

background media. For objects with arbitrary shapes embed- 45

ded in a layered or anisotropic medium, it is necessary to adopt 46

some numerical methods to solve their EM scattering. One of 47

the commonly used numerical methods is using the integral 48

equation. For highly conductive or uniform homogeneous 49

scatterers, the surface integral equation (SIE) is preferred [10], 50

[11]. However, for inhomogeneous dielectric scatterers, the 51

volume integral equation (VIE) is always adopted [12], [13]. 52

In the early days, the SIEs and VIEs were discretized and 53

directly solved by the method of moments (MoMs) [14], 54

[15]. Nevertheless, for scatterers with large electrical sizes, 55

the computational cost of MoM is usually unaffordable [16]. 56

Several modified numerical methods have been proposed to 57

improve the MoM and save both the memory consumption 58

and central processing unit (CPU) time. They can be roughly 59

categorized into two types. The first type is based on an 60

iterative scheme that usually utilizes the fast Fourier transform 61

(FFT) to accelerate the convolution integrals. For example, 62

the conjugate gradient FFT (CG-FFT) transforms the cum- 63

bersome integration into simple algebraic multiplication in 64

the spectral domain [17], [18], [19]. As a result, the CPU 65

time in each iteration is lowered to the order of N log N 66

compared to N 3 in MoM, where N is the total knowns in the 67

computational domain. Meanwhile, the storage requirement is 68

reduced by CG-FFT from O(N 2) to O(N ). Gan and Chew 69

later proposed the biconjugate gradient (BCG) method that 70

avoids the singularity problem due to Green’s function and 71

the limitation of the sampling rate of FFT [20]. Numerical 72

simulation shows that BCG-FFT is around three–six times 73

faster than the CG-FFT for a typical EM scattering case [21]. 74

The stabilized BCGS-FFT [22], [23] is another FFT-based 75

method that converges faster than CG-FFT and smoother than 76

BCG-FFT and thus is suitable for solving large-scale EM scat- 77

tering problems. The second type of modification to the MoM 78

is based on approximating the far-zone interactions. Typical 79

methods include the fast multipole algorithm (FMA), adaptive 80
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integral method (AIM), and precorrected-FFT (pFFT). In the81

implementation of the FMA [24], [25], the discretized meshes82

in the computational domain are first spatially clustered into83

several groups. Then, the addition theorem is used to translate84

the scattered fields from different meshes in the same group85

into one from its center. Finally, for each group, the scattered86

field caused by all the other group centers is first received by87

the group center, and then it is redistributed to all the meshes88

belonging to this group. The FMA was later further developed89

into the multilevel FMA (MLFMA) [26] in which the afore-90

mentioned three steps are carried out at different levels. The91

AIM accelerates the solution of an integral equation by decom-92

posing the MoM matrix into a near-field part that is sparse and93

a far-field part whose multiplication with a vector can be accel-94

erated by FFT [27]. The pFFT [28] is similar to the AIM since95

it also treats differently the near- and far-field interactions96

when evaluating the matrix–vector multiplication. However,97

it has a mesh spacing larger than that of the AIM [29].98

These fast algorithms have been successfully applied to the99

computation of EM scattering for 2-D isotropic magnetodi-100

electric objects embedded in layered isotropic media [30],101

3-D isotropic objects embedded in layered media [23], 3-D102

anisotropic magnetodielectric objects placed in free space [31],103

embedded in homogeneous uniaxial media [32], and in layered104

uniaxial media [33], and 3-D arbitrary anisotropic objects105

embedded in layered arbitrary anisotropic media [34]. Finally,106

it is worth mentioning that, besides these aforementioned107

iterative methods, some direct solvers that explicitly compute108

the inverse of the impedance matrix can effectively overcome109

the ill-conditioned systems without using preconditioners [35].110

As a result, they also have been adopted to 3-D EM problems,111

for example, nanoantenna radiation [36] and negative permit-112

tivity material scattering [35].113

In computational EMs, in addition to 2-D and 3-D prob-114

lems, there is another important class of scattering problems,115

namely, the 2.5-D scattering in which the EM fields with116

three components are generated by 3-D sources and the117

medium is heterogeneous only in two directions, for example,118

the xz-plane but maintains invariant in the perpendicular119

ŷ-direction. Therefore, the EM field is treated in a full-vector120

3-D manner but the computational domain is restricted to a121

2-D region located in the xz-plane. This 2.5-D EM scattering122

has important applications in geophysical exploration such as123

computing the responses of underground conductive bodies in124

controlled-source EM (CSEM) and magnetotelluric (MT) sur-125

veys [37] based on finite-element method (FEM) since many126

3-D geological conductive bodies are generally elongated in127

a strike direction and thus their physical properties can be128

approximately considered unchanged in that direction and only129

show variations in its orthogonal 2-D plane [38]. Similarly,130

in the coal mine excavation, the underground water-bearing131

structure detection by transient EM (TEM) method has been132

accomplished by 2.5-D finite-difference time domain (FDTD)133

[39]. On the other hand, VIEs also have been successfully134

employed to solve 2.5-D EM scattering problems. For exam-135

ple, in [40], the VIE was used to solve 2.5-D low-frequency136

response to almost infinitely long geological bodies. Besides,137

in the high-frequency EM scattering applications, the 2.5-D138

VIE has been applied to the computation of 3-D millimeter- 139

wave scattering by large inhomogeneous 2-D objects [41], 140

[42]. However, in most of these existing works based on 141

integral equations, the stratification and anisotropy of the 142

media are not taken into account. 143

Therefore, in this article, for the first time, we address 144

the 2.5-D EM scattering problem for dielectric arbi- 145

trary anisotropic scatterers embedded in a layered uniaxial 146

anisotropic background medium based on VIEs. That is, 147

we assume that the principal axis of the background medium 148

is perpendicular to the layer interface, but that of the scatterer 149

can be rotated in any direction. Starting from the integral 150

equation, we make full use of the characteristics of the 151

2.5-D structure and combine 2.5-D roof-top basis functions, 152

2.5-D dyadic Green’s functions (DGFs) in layered uniaxial 153

anisotropic media, the Legendre–Gauss quadrature approxi- 154

mation for numerical integration, and the BCGS-FFT solver 155

to realize the calculation of the 2.5-D EM scattering. After 156

that, we carry out some numerical experiments to verify the 157

correctness of 2.5-D DGFs and the computational accuracy 158

and efficiency of the 2.5-D BCGS-FFT solver by comparing 159

the obtained results with some 3-D BCGS-FFT computation 160

results. 161

The organization of this article is as follows. In Section II, 162

the method used in this article and the related formula deriva- 163

tion are described in detail. This section is mainly composed 164

of four parts, including 2.5-D roof-top basis functions, electric 165

field VIEs, 2.5-D DGFs in layered uniaxial anisotropic media, 166

and the derived weak forms. In Section III, several numerical 167

examples are given to validate the proposed method. Finally, 168

the conclusion is drawn in Section IV. 169

II. FORMULATION 170

In this section, we solve the 2.5-D EM scattering by 171

arbitrary anisotropic objects embedded in a layered uniaxial 172

medium. Related mathematical formulas and derivations are 173

given in the framework of VIEs. As shown in Fig. 1, both 174

the 2-D background medium and the 2-D scatterers located in 175

the mth layer are invariant in the ŷ-direction and illuminated 176

by 3-D EM waves excited by 3-D transmitters. Since we 177

only consider the nonmagnetic material with its permeability 178

the same as free space µ0, the relative permittivity and 179

conductivity tensors of the i th layer of the background medium 180

are written as 181

ε
i
b =

εb
11 0 0
0 εb

22 0
0 0 εb

33

 , σ
i
b =

σ b
11 0 0
0 σ b

22 0
0 0 σ b

33

 (1) 182

where εb
11 = εb

22 and σ b
11 = σ b

22 are for the uniaxial background 183

medium. The superscript b denotes the background. The 184

relative complex permittivity of the i th layer is written as 185

ϵ
i
b = ε

i
b +

σ
i
b

jωε0
(2) 186

where ω refers to the angular frequency of the EM wave. 187

Similarly, the relative permittivity and conductivity tensors of 188
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Fig. 1. Configuration of 2.5-D EM scattering by arbitrary anisotropic
scatterers embedded in a layered uniaxial anisotropic medium.

the nonmagnetic anisotropic scatterer placed in any layer can189

be written as190

εs =

εs
11 εs

12 εs
13

εs
21 εs

22 εs
23

εs
31 εs

32 εs
33

 , σ s =

σ s
11 σ s

12 σ s
13

σ s
21 σ s

22 σ s
23

σ s
31 σ s

32 σ s
33

 (3)191

where s denotes the scatterer. Besides, the complex relative192

permittivity tensor of the scatterer can be written as193

ϵs = εs +
σ s

jωε0
. (4)194

A. 2.5-D Roof-Top Basis Functions195

Since the integral equations must be discretized and solved196

numerically, we first introduce the 2.5-D roof-top basis func-197

tions. Because the EM fields are only expanded in the198

xz-plane, the 2.5-D basis function 9(q)i is similar to the 2-D199

one and has a different mathematical form from the 3-D basis200

function [18]. It is written as201

ψ
(1)
i (x, z) = 3

(
x − xi +

1
2
1x; 21x

)
5(z − zi;1z) (5a)202

ψ
(2)
i (x, z) = 5(x − xi;1x)5(z − zi;1z) (5b)203

ψ
(3)
i (x, z) = 5(x − xi;1x)3

(
z − zi +

1
2
1z; 21z

)
(5c)204

where q = 1, 2, 3 are corresponding to x, y, z three com-205

ponents, respectively, and i = {I, K } are the indices of the206

discretized pixels in the x̂- and ẑ-directions. Similarly, for the207

testing function, it is denoted by 9(p)m with p = 1, 2, 3 and208

m = {M, P} which are also the indices of the discretized209

pixels in the x̂- and ẑ-directions. Since we adopt the Galerkin210

method, 9(p)m has the same mathematical expression as 9(q)i .211

It is worth noting that, in (5), 3(x −a; b) is the 1-D piecewise212

linear and continuous function, viz. the triangle function with213

the support b and the central axis a, and 5(x −c; d) is the 1-D214

piecewise constant function, viz. the pulse function with the215

support d and the central axis c. xi and zi are the coordinates216

of the center points of each discrete pixel in the x̂- and217

ẑ-directions, respectively.218

B. 2.5-D Electric Field VIE 219

Since the media are invariant in the ŷ-direction and thus the 220

EM field components are spatially smooth, we can implement 221

the forward and inverse spatial Fourier transforms in the 222

ŷ-direction to shift between the spatial-domain E(ρ, y) and 223

the spectral-domain Ẽ(ρ, ky) with 224

Ẽ(ρ, ky) = F1Dy{E(ρ, y)} (6a) 225

E(ρ, y) = F−1
1Dy{Ẽ(ρ, ky)} (6b) 226

where ρ = x x̂ + zẑ represents the spatial position in the 227

xz-plane and the definitions of F1Dy and F−1
1Dy are given in 228

Appendix A. Similarly, we apply F1Dy to [33, eqs. (7) and 229

(8)], invoke the property of Fourier transform of convolution, 230

and obtain the spectral-domain 231

Ẽn
sct (ρ, ky) = − jω

(
1 +

1
k2

0ϵ
b
11

∇̃∇̃·

)
Ãn
(ρ, ky) (7) 232

and 233

Ãn
(ρ, ky) = jωµ0

∫
D

˜̄Gnm
A (ρ, ρ′, ky) · χ(ρ′)D̃m

tot (ρ
′, ky)dρ′

234

(8) 235

where 236

∇̃ = x̂
∂

∂x
− ŷ jky + ẑ

∂

∂z
(9) 237

is the 2.5-D Nabla operator and 238

χ(ρ) =
[
ϵ(ρ)− ϵb

]
ϵ
−1
(ρ) (10) 239

is the anisotropic electric contrast of the scatterer located in 240

the mth layer and inside the xz-plane. ˜̄Gnm
A is the layered 241

2.5-D DGF which represents the magnetic vector potential 242

in the nth layer generated by a unit electric dipole source 243

with an arbitrary direction and located in the mth layer. Its 244

computation will be discussed in Section II-C. The D is 245

the 2-D computation domain wrapping scatterers and located 246

inside the xz-plane, as shown in Fig. 1. Then, the spectral- 247

domain 2.5-D electric field integral equation (EFIE) in layered 248

media is formulated as 249

Ẽn
inc(ρ, ky) = Ẽn

tot (ρ, ky)− Ẽn
sct (ρ, ky) 250

= ϵ
−1
(ρ)

D̃n
tot (ρ, ky)

ε0
−

(
ω2µ0 +

1
ε0ϵ

b
11

∇̃∇̃·

)
251

×

∫
D

˜̄Gnm
A (ρ, ρ′, ky) · χ(ρ′)D̃m

tot (ρ
′, ky)dρ′

252

(11) 253

where D̃tot = ε0ϵẼtot is the total electric flux density. Ẽn
inc, 254

Ẽn
tot , and Ẽn

sct represent the incident, total, and scattered 255

electrical fields in the nth layer. In the forward scattering 256

computation, we always let n be equal to m and compute 257

Ẽtot in the mth layer. 258

Once D̃tot is obtained, the following data equation is used 259

to compute the scattered electric field at the receiver array 260

located in the nth layer 261

Ẽn
sct (ρ, ky) = jω

∫
D

˜̄Gnm
EJ (ρ, ρ

′, ky) · χ(ρ′)D̃m
tot dρ′ (12a) 262
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H̃n
sct (ρ, ky) = jω

∫
D

˜̄Gnm
HJ(ρ, ρ

′, ky) · χ(ρ′)D̃m
tot dρ′ (12b)263

where ˜̄Gnm
EJ and ˜̄Gnm

HJ are the layered 2.5-D DGFs connecting264

the equivalent current source in the mth layer and the scattered265

fields in the nth layer and their computation will be discussed266

in Section II-C. All the above computation is performed in the267

xz-plane for a certain ky value. The spatial-domain electric268

fields can be obtained via (6b) and it is numerically imple-269

mented through Legendre–Gauss quadrature integration [43].270

It is worth mentioning here that the spatial-domain Etot is only271

evaluated in the y = 0 xz-plane while Esct is recorded in any272

spatial position.273

C. 2.5-D DGFs in Layered Uniaxial Anisotropic Media274

The 2.5-D DGFs in layered uniaxial media are contributed275

by two parts, the primary fields and the transmission and276

reflection in layer boundaries. The evaluation of the primary277

fields starts from isotropic media and is extended to uniaxial278

anisotropic media. The detailed procedure will be displayed in279

the following. Computation of the layer boundary transmission280

and reflection follows a similar procedure as the Sommerfeld281

integral discussed in [44]. The major difference is that the282

inverse spatial Fourier transforms of [44, eqs. (28)–(31) and283

(41)] are only performed with respect to kx instead of to both284

kx and ky .285

We first assume both the transmitter and the receiver are286

placed inside a homogeneous isotropic medium having the287

wavenumber k and compute the primary field parts of the288

2.5-D DGFs. The spatial Fourier transform given in (A1) is289

applied to the 3-D scalar Green’s function to obtain the 2.5-D290

scalar Green’s function [45]291

g̃ = F1Dy{g} = −
j
4

H (2)
0 (kρρ) (13)292

where kρ = (k2
− k2

y)
1/2 and H (2)

0 is the zeroth-order Hankel293

function of the second kind. The scalar g in (13) is computed294

using295

g(r, r′) =
exp(− jk|r − r′

|)

4π |r − r′|
. (14)296

Because the 3-D spatial-domain DGFs in a homogeneous297

isotropic medium are evaluated by298

¯̄GA = µ · diag{g, g, g} (15a)299

¯̄GEJ = − jωµµ0

(
¯̄I +

∇∇

k2

)
g (15b)300

¯̄GHJ = ∇ × diag{g, g, g} (15c)301

we apply F1Dy to both sides of (15) and substitute g̃ in (13)302

as well as ∇̃ in (9) into the transformed (15) and come to the303

2.5-D ˜̄GA, ˜̄GEJ, and ˜̄GHJ in a homogeneous isotropic medium.304

Their detailed components are listed in Appendix B.305

When the homogeneous background medium becomes uni-306

axial anisotropic, the diagonal elements of ˜̄GA can be obtained307

using [46, eq. 21] and [44, eqs. (42), (43), and (62)] based308

on the identity of [47] and a variable replacement method309

which will be discussed later. Unfortunately, the ẑx̂- and310

ẑŷ-components can only be numerically evaluated by apply- 311

ing (A2b) to the primary field parts of the spectral-domain 312

DGFs (in both x̂- and ŷ-directions) given in [46, eq. (21)] and 313

[44, eq. (45)]. The results are listed in Appendix C. 314

In addition, it is noted that the 2.5-D ˜̄GEJ and ˜̄GHJ listed in 315

Appendix B are derived using (A1a). On the other hand, they 316

can also be obtained by applying (A2b) to the primary field 317

parts of the spectral-domain DGFs given in [46, eq. (21)] and 318

[44, eqs. (28)–(31)]. Let us take ˜̄Gxz
E J as an example and have 319

˜̄Gxz
E J = F−1

1Dx

(
±

1
2

kx

ωϵϵ0
exp[− jkz|z − z′

|]

)
320

= ±
−j

2πωϵϵ0

∫
+∞

0
kx exp[−jkz|z−z′

|] sin[kx (x−x ′)]dkx 321

= −
ωµµ0

4
·

k2
ρ

k2 ·
(x − x ′)(z − z′)

ρ2 · H (2)
2 (kρρ) (16) 322

where kz = (k2
− k2

x − k2
y)

1/2 and the odd or even property 323

of the integrand with respect to kx is invoked. Now, if the 324

homogeneous medium is uniaxial anisotropic, by also applying 325

the 1-D inverse Fourier transform, we have 326

F−1
1Dx

(
±

1
2

kx

ωϵ33ϵ0
exp[− jke

z |z − z′
|]

)
327

= ±
− j

2πωϵ33ϵ0

∫
+∞

0
kx exp[−jke

z |z−z′
|] sin[kx (x − x ′)]dkx 328

(17) 329

where ke
z = (k2

− νek2
x − νek2

y)
1/2 and k =

√
ϵ11µ11k0. Note 330

νe
= ϵ11/ϵ33 is the electric anisotropy ratio of the background 331

medium and µ11 is one in our work. By using variable 332

replacements with k′
x =

√
νekx , k′

y =
√
νeky , kx = (k′

x/
√
νe), 333

ky = (k′
y/

√
νe), and k′

z = (k2
− k

′2
x − k

′2
y )

1/2, the right-hand 334

side of (17) becomes 335

±
−j

2πωϵ33ϵ0νe

∫
+∞

0
k′

x exp[−jk′
z|z−z′

|] sin
[

k′
x
(x−x ′)
√
νe

]
dk′

x . 336

(18) 337

By comparing (16) with (18), we obtain the closed-form ˜̄Gxz
E J 338

in an uniaxial anisotropic medium 339

˜̄Gxz
E J = −

ωµ11µ0

4
·

k2
ρe

k2 ·
(x − x ′)(z − z′)

√
νeρ2

e
· H (2)

2 (kρeρe) 340

(19) 341

where ρe = ((((x − x ′)2)/νe)+ (z − z′)2)1/2 and kρe = 342

(k2
− νek2

y)
1/2. 343

Note the above variable replacement strategy stretching the 344

wave numbers kx , ky , and kz using anisotropy ratio can only 345

be applied to any component of the primary field part of the 346

spectral-domain G̃EJ or G̃HJ given in [46, eq. (21)] and [44, 347

eqs. (28)–(31)] which has one term. If it includes two terms 348

added together, for example, G̃xx
E J , the variable replacement 349

strategy fails because νe and νh may be different. Here, νh
= 350

µ11/µ33 is the magnetic anisotropy ratio of the background 351

medium. In this situation, the 2.5-D DGF must be computed 352

by applying (A2b) to G̃EJ and G̃HJ. The detailed components 353

of the 2.5-D ˜̄GEJ and ˜̄GHJ in a homogeneous uniaxial medium 354

are listed in Appendix C. 355
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D. Discretization and Weak Forms356

Since (11) is a continuous integral equation, we must357

linearize and discretize it before solving it. We use the 2.5-D358

roof-top basis functions described in Section II-A and expand359

the total electric flux density, the incident electric field, and360

the magnetic vector potential, respectively, into the following361

forms:362

D̃n(q)
tot (ρ, ky) = ε0

∑
i

d(q)i ψ
(q)
i (ρ) (20a)363

Ẽn(q)
inc (ρ, ky) =

∑
i

E i,(q)
i ψ

(q)
i (ρ) (20b)364

Ãn(q)(ρ, ky) =

∑
i

A(q)i ψ
(q)
i (ρ) (20c)365

in which q = 1, 2, 3 are corresponding to x, y, z three366

components, respectively, and i = {I, K } are the indices of the367

discretized pixels in x̂- and ẑ-directions, respectively. We then368

use the same roof-top function 9(p)m to test both sizes of the369

EFIE (11) and the preliminary weak form is obtained as370

ei,(p)
m =

∑
i

3∑
q=1

d(q)i u(p,q)m;i371

+ A(q)i

[
jωv(p,q)m;i −

j

ωε0µ0ϵ
b
11
w
(p,q)
m;i

]
(21)372

where373

u(p,q)m;i = δp,q

∫
D
ψ
(p)
m (ρ)ϵ

−1
(ρ)ψ

(q)
i (ρ)dρ (22a)374

v
(p,q)
m;i = δp,q

∫
D
ψ
(p)
m (ρ)ψ

(q)
i (ρ)dρ (22b)375

w
(p,q)
m;i =

∫
D
∂pψ

(p)
m (ρ)∂qψ

(q)
i (ρ)dρ (22c)376

and377

ei,(p)
m =

∑
i

3∑
q=1

E i,(q)
i v

(p,q)
m;i (23a)378

Ai = jωε0µ01s ·

∑
i′

˜̄GA(i, i′) · (χ i′ · di′). (23b)379

In (20)–(23), δp,q is the Kronecker symbol, A(q)i is one380

component of the magnetic vector potential Ai, i = {I, K } are381

indices for field point pixels, while i′ = {I ′, K ′
} are indices for382

equivalent current pixels, 1s = 1x1z is the discretized pixel383

area, and di′ is a vector containing d(q)I ′,K ′ with q = 1, 2, 3.384

Based on the expressions of the roof-top basis function 9(q)i385

and testing function 9
(p)
m given in (5), it is not difficult to386

perform the integrals in u(p,q)m , v(p,q)m , and w
(p,q)
m in (21).387

In this way, we obtain the final weak form of (21) as388

ei,(p=1)
m =

3∑
q=1

3∑
l=1

S(p=1,q)
m,l

[
d(q)m+x̂ p(l−2)+δq,3d(q)m+x̂ p(l−2)+x̂q

]
389

+

3∑
l=1

Q(p=1,q=1)
l A(p=1)

m+x̂ p(l−2)390

+

∑
q=2,3

2∑
i=1

2∑
j=1

T(p=1,q)
i j A(q)m+x̂ p(i−2)+x̂q ( j−1) (24a)391

ei,(p=2)
m =

∑
q=1,3

3∑
l=1

S(p=2,q)
m,l d(q)m+x̂q (l−2) 392

+

3∑
l=1

S(p=2,q=2)
m,l d(q=2)

m +

3∑
l=1

Q(p=2,q=2)
l A(p=2)

m 393

+

∑
q=1,3

2∑
i=1

2∑
j=1

T(p=2,q)
i j A(q)m+x̂ p(i−2)+x̂q ( j−1) (24b) 394

ei,(p=3)
m =

3∑
q=1

3∑
l=1

S(p=3,q)
m,l

[
d(q)m+x̂ p(l−2)+δq,1d(q)m+x̂ p(l−2)+x̂q

]
395

+

3∑
l=1

Q(p=3,q=3)
l A(p=3)

m+x̂ p(l−2) 396

+

∑
q=1,2

2∑
i=1

2∑
j=1

T(p=3,q)
i j A(q)m+x̂ p(i−2)+x̂q ( j−1) (24c) 397

where T is the matrix transpose and x̂ p and x̂q are the unit 398

vectors in the pth and qth directions, respectively. S(p,q)m,l is 399

the lth component of the vector S(p,q)m whose expression is 400

S(p,q)m = 401

1s
6

[
ϵ
−1
m−x̂ p,pp 2ϵ

−1
m−x̂ p,pp + 2ϵ

−1
m,pp ϵ

−1
m,pp

]T
, p= q = 1 or 3

1s
3

[
ϵ
−1
m,pp ϵ

−1
m,pp ϵ

−1
m,pp

]T
, p = q = 2

1s
2

[
0 ϵ

−1
m,pq ϵ

−1
m,pq

]T
, p = 2, q = 1 or p = 2, q = 3

1s
4

[
ϵ
−1
m−x̂ p,pq ϵ

−1
m,pq 0

]T
, p = 1, q = 3 or p = 3, q = 1

1s
2

[
ϵ
−1
m−x̂ p,pq ϵ

−1
m,pq 0

]T
, p = 1, q = 2 or p = 3, q = 2

(25)

402

where ϵ
−1
pq is the pqth component of the full tensor ϵ

−1
. Q(p,q)

l 403

is the lth component of the vector Q(p,q) whose expression is 404

Q(p,q)
405

=


1s

{
jω
6

[1 4 1]
T
−

j[−1 2 −1]
T

ωµ0ε0ϵ
b
11(1x p)2

}
, p=q =1 or 3

1s

{
jω
3

[1 1 1]
T

−
jk2

y[1 1 1]
T

3ωµ0ε0ϵ
b
11

}
, p = q = 2

406

(26) 407

where 1x p=1 = 1x and 1x p=3 = 1z. T(pq)
i j is the (i j)th 408

component of the 2 × 2 matrix T(pq) whose expression is 409

T(p,q) 410

=



−
1sky

ωµ0ε0ε
b
111x p

[
1 0

−1 0

]
, p = 1 or 3, q = 2

−
j

ωµ0ε0ϵ
b
11

[
−1 1
1 −1

]
, p=1, q =3 or p=3, q =1

−
1sky

ωµ0ε0ε
b
111xq

[
0 0
1 −1

]
, p = 2, q = 1 or 3.

411

(27) 412
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Fig. 2. Comparisons of the numerical integration of 2.5-D results and analytical 3-D solutions for (a) real part of Gxx
E J , (b) imaginary part of G yy

E J , (c) real
part of Gzz

E J , (d) real part of Gxz
E J , (e) imaginary part of Gxz

E J , (f) imaginary part of Gxy
H J , (g) real part of G yx

H J , (h) imaginary part of G yz
H J , (i) real part of

Gzy
H J , and (j) imaginary part of Gzy

H J .

In the forward scattering computation, the coefficients d(q)413

in (24) are solved for by BCGS-FFT [33]. Since the layered414

medium DGFs can be decomposed into the “minus” and415

“plus” parts [12] in the vertical ẑ-direction, the integration416

of the multiplication between ˜̄GA and the equivalent current417

χ i′ · di′ in (23b) can be converted into discrete convolution418

in the horizontal x̂-direction and discrete convolution plus419

correlation in the vertical ẑ-direction, respectively. Therefore,420

the summation computation in (23) can be accelerated by421

FFT. Details of the implementation of BCGS-FFT can be422

found in our previous work [33] in which its efficiency is also423

discussed.424

III. NUMERICAL RESULTS425

In this section, we use three numerical cases to verify426

the derived formulas and results presented in Section II.427

In the first case, we validate the correctness of the derived428

primary parts of 2.5-D DGFs in a uniaxial medium given in429

Appendix C by applying Fourier transform in the ŷ-direction430

to them and compare the numerical integration results with431

the analytical solutions of 3-D DGFs given in the appendix432

of [32]. In the second case, we validate the correctness of433

the EFIE solutions for 2.5-D EM scattering from arbitrary434

anisotropic scatterers embedded in a planarly layered uniaxial435

medium. We first solve the incident fields in the computational436

domain and at the receiver array. Then, we solve the weak437

forms (24) by BCGS-FFT and obtain the total electrical fields438

in the computational domain. Finally, the scattered fields at439

the receiver array are computed by using (12). These 2.5-D440

incident fields, total fields, and scattered fields are validated441

by comparing them with the corresponding 3-D results [33]442

when the anisotropic scatterer is almost infinitely long in443

the ŷ-direction. In the last case, we build an airborne EM444

(AEM) survey model to compare the time and memory con-445

sumption of 2.5-D and 3-D EM scattering computation in446

the circumstance of layered uniaxial media. All the numerical447

experiments are performed on a workstation with an 18-core448

Intel i9-10980XE 3.00 GHz CPU and 256 GB RAM.449

A. Case 1: Validation of 2.5-D DGFs in a Homogeneous 450

Uniaxial Medium 451

The purpose of this case is to verify the correctness 452

of the derived ˜̄GEJ and ˜̄GHJ given in Appendix C. One 453

should note that the derivation of 2.5-D DGFs in this 454

article is also applicable to media having permeability uni- 455

axial anisotropy although the 2.5-D EM scattering solved by 456

the EFIE only accounts for permittivity uniaxial anisotropy. 457

Therefore, for the validation of 2.5-D DGFs, the permeabil- 458

ity uniaxial anisotropy is included. It is assumed that the 459

homogeneous uniaxial anisotropic medium has the param- 460

eters ε = diag{1, 1, 1.5}, σ = diag{2, 2, 3} mS/m, and 461

µ = diag{2, 2, 1}. The operation frequency is 300 MHz. 462

There is only one transmitter located at the origin. Totally, 463

24 × 2 receivers are located in the y = 0 xz-plane. The 464

first receiver has the position coordinate (xr , zr ) = (−2.1, 465

−0.2) m. The interval between two adjacent receivers in the 466

x̂-direction is 0.2 m, while it is 0.6 m in the ẑ-direction. The 467

last receiver has the position coordinate (xr , zr ) = (2.5, 0.4) 468

m. As shown in Fig. 2, ten representative components of the 469

DGFs computed by the integration of 2.5-D results and those 470

by the 3-D analytical method given in the Appendix of [32] 471

match well. Other components also have the same good fit 472

and are not shown here due to space limitations. The mean 473

relative error between the integration of 2.5-D results and the 474

3-D analytical solution is 0.15%. 475

B. Case 2: An Inhomogeneous Arbitrary Anisotropic 476

Scatterer Embedded in a Three-Layer Uniaxial Medium 477

As shown in Fig. 3, the background medium includes 478

three layers. The top layer is free space. The middle 479

layer is uniaxial anisotropic with the dielectric parame- 480

ters ε
2
b = diag{2.0, 2.0, 3.0}, σ

2
b = diag{1.0, 1.0, 1.5} 481

mS/m, and µ
2
b = diag{1.0, 1.0, 1.0}. The bottom layer is 482

also uniaxial anisotropic but with the dielectric parameters 483

ε
3
b = diag{1.5, 1.5, 1.0}, σ

3
b = diag{3.0, 3.0, 2.0} mS/m, 484

and µ
3
b = diag{1.0, 1.0, 1.0}. Two-layer boundaries are 485

located at z = −0.4 m and z = 0.4 m, respectively. 486
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Fig. 3. Configuration of a two-layer arbitrary anisotropic square scatterer with
the dimensions of 0.4 × 0.4 m embedded in a three-layer uniaxial anisotropic
background medium.

The inhomogeneous scatterer placed in the second layer has487

the dimensions of 0.4 × 0.4 m and its center is located488

at z = 0. It includes two subscatterers. The dielectric489

parameters of the top subscatterer are initially set as εs1 =490

diag{4.0, 3.0, 2.0}, σ s1 = diag{2.0, 4.0, 6.0} mS/m, and µs1 =491

diag{1.0, 1.0, 1.0}. Correspondingly, the parameters of the bot-492

tom subscatterer are initially set as ϵs2 = diag{2.0, 3.0, 4.0},493

σ s2 = diag{5.0, 4.0, 3.0} mS/m, and µs2 = diag{1.0, 1.0, 1.0}.494

We then follow the procedure given in [48, eqs. (1)–(3)]495

and rotate the principal axes of two subscatterers to form496

the arbitrary anisotropic parameters. The rotation angles are497

φ1 = 30◦ and φ2 = 60◦ for the top subscatterer. They are498

φ1 = 60◦ and φ2 = 120◦ for the bottom one. The final relative499

permittivity and conductivity values of the scatterer used in the500

computation are as follows:501

ε
′

s1 =

 3.063 −0.541 −0.375
−0.541 3.688 −0.217
−0.375 −0.217 2.25

 (28a)502

σ
′

s1 =

3.875 1.083 0.75
1.083 2.625 0.433
0.75 0.433 5.5

 mS/m (28b)503

ε
′

s2 =

 3.313 −0.758 0.375
−0.758 2.438 −0.217
−0.375 −0.217 3.25

 (28c)504

σ
′

s2 =

 3.688 0.758 −0.375
0.758 4.562 0.217

−0.375 0.217 3.75

 mS/m. (28d)505

The computational domain D enclosing the scatterer has506

the dimensions of 0.5 × 0.5 m and is discretized into 50 ×507

50 pixels in the xz-plane. The size of each square pixel508

is 0.01 × 0.01 m. There is only one transmitter located at509

(xs, ys, zs) = (0.0, 0.0, −0.5) m. It is a unit electric dipole510

operated at 800 MHz and polarized by (1, 1, 1). The 12 × 4511

receiver array is located at the z = −0.65 m xy-plane.512

The increment interval between two adjacent receivers513

in the x̂-direction is 0.1 m but 0.2 m in the ŷ-direction.514

The coordinate of the first receiver is (xr , yr , zr ) =515

(−0.55,−0.3,−0.65) m. To verify the correctness of the516

derived 2.5-D formulas in Section II, we compare the517

computed EM fields to those evaluated based on the 3-D518

formulas in [33]. The xz cross section of the adopted 3-D 519

model is exactly the same as the 2.5-D model shown in 520

Fig. 3. However, its layered background medium is extended 521

to infinite in the ŷ-direction. Meanwhile, the two-layer 522

anisotropic scatterer is stretched to more than 37λ0 in the 523

ŷ-direction. Here, λ0 is the wavelength in free space. 524

First, let us validate the incident fields in the computational 525

domain D and at the receiver array when the scatterer is 526

absent. We compare the integration of 2.5-D Ẽinc and the 527

3-D Einc obtained via the formulas shown in [33]. There are 528

totally 7 × 7 sampling points located inside the computational 529

domain D at the y = 0 xz-plane. The uniform increment 530

intervals of these points are 0.08 m in both the x̂- and 531

ẑ-directions. The first sampling point is located at (−0.24, 532

−0.24) m. Fig. 4 shows the comparisons of incident fields 533

in the computational domain and at the receiver array. Due 534

to space limitations, only partial components are presented. 535

We can see that the obtained incident fields from the 2.5 model 536

and the 3-D model in the computational domain D and at 537

the receiver array match well. Other components not shown 538

in Fig. 4 have similar good matches. The relative errors of 539

E x
inc, E y

inc, and Ez
inc from the 2.5-D model with respect to 540

those from the 3-D model when they are sampled inside the 541

domain D are 0.00005%, 0.0024%, and 0.008%, respectively. 542

When the electric fields are sampled at the receiver array, 543

these relative errors are 0.00002%, 0.0002%, and 0.002%, 544

respectively. On the other hand, the relative errors of H x
inc, 545

H y
inc, and H z

inc from the 2.5-D model with respect to those 546

from the 3-D model when they are sampled at the receiver 547

array are 0.000015%, 0.0%, and 0.0%, respectively. These 548

low errors confirm the correctness of the computation of the 549

2.5-D incident fields when the transmitter and the receivers 550

are located inside the same layer or in different layers. 551

Then, let us validate the total electric fields in the compu- 552

tational domain D when the scatterer is present by comparing 553

the integration of 2.5-D Ẽtot solved from the weak forms 554

in (24) and the 3-D Etot obtained via [33, eq. (27)]. They 555

are sampled in the same positions mentioned above in which 556

the incident fields are sampled. The comparisons of the three 557

components between the integration of 2.5-D results and the 558

3-D results are shown in Fig. 5. We can see that all three 559

components have good matches. The relative errors of E x
tot , 560

E y
tot , and Ez

tot from the 2.5-D model with respect to those from 561

the 3-D model are 0.12%, 0.10%, and 0.25%, respectively. 562

These low values justified the correctness of the derived weak 563

forms in (24). 564

Finally, the correctness of the 2.5-D Ẽsct at the 12 × 4 565

receiver array is confirmed by comparing their integration val- 566

ues in (12) to the 3-D values obtained via [33, eq. (9)]. Fig. 6 567

shows the comparisons of five representative components of 568

the scattered fields. H z
sct is not shown here due to the space 569

limitation. However, it also has similar good matches as those 570

illustrated in Fig. 6(a)–(j). The relative errors of E x
sct , E y

sct , 571

and Ez
sct from the 2.5-D model with respect to those from the 572

3-D model are 0.62%, 0.16%, and 1.0%, respectively. The cor- 573

responding errors for H x
sct , H y

sct , and H z
sct are 0.20%, 0.058%, 574

and 0.13%, respectively. Obviously, the 2.5-D model proposed 575

in this work also can compute the scattered fields reliably. 576
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Fig. 4. Comparisons of the incident fields from the 2.5-D computational model and those from the 3-D computational model for (a) real part of Ex
inc in

the domain D, (b) imaginary part of E y
inc in the domain D, (c) imaginary part of Ex

inc at the receiver array, (d) imaginary part of E y
inc at the receiver array,

(e) real part of Ez
inc at the receiver array, (f) real part of Ez

inc in the domain D, (g) imaginary part of E y
inc in the domain D, (h) real part of H x

inc at the
receiver array, (i) real part of H y

inc at the receiver array, and (j) imaginary part of Hz
inc at the receiver array.

Fig. 5. Comparisons of the total electric fields from the 2.5-D computational
model and those from the 3-D computational model inside the domain D
for (a) real part of Ex

tot , (b) imaginary part of Ex
tot , (c) real part of E y

tot ,
(d) imaginary part of E y

tot , (e) real part of Ez
tot , and (f) imaginary part of

Ez
tot .

C. Case 3: An AEM Survey to Detect Underground577

Anisotropic Circular Cylinders578

To demonstrate the superiority of a 2.5-D model over579

a 3-D model in computing EM scattering from scatterers580

having long invariance in a certain direction, we simulate581

a frequency-domain AEM survey to detect two concentric582

anisotropic circular cylinders buried underground. As shown in 583

Fig. 7, the common center of two cylinders is located at (50.0, 584

50.0) m. Their geometry sizes are annotated in the figure. The 585

computational domain D wrapping the cylinders has the size 586

of 80 × 80 m and is discretized into 40 × 40 pixels. The trans- 587

mitter coil operated at 50 kHz is treated as a vertical magnetic 588

dipole with the unit intensity and is located at (xs, ys, zs) = 589

(0.0, 0.0,−50.0) m. The scattered vertical magnetic field H z
sct 590

is observed in a uniform 7 × 7 horizontal array located at 591

the zr = −50 m plane. The first observation point has the 592

coordinate (xr , yr , zr ) = (−300.0,−300.0,−50.0) m. The 593

increment intervals of these observation points are 100 m in 594

both the x̂- and ŷ-directions. The underground region beneath 595

the z = 0.0 plane is uniaxially anisotropic and its conduc- 596

tivity is σ
2
b = diag{1.0, 1.0, 2.0} mS/m. The two concentric 597

cylinders are arbitrarily anisotropic. The initial conductivity 598

of the inner one is σ s1 = diag{8.0, 10.0, 15.0} mS/m, while 599

that of the outer one is σ s2 = diag{10.0, 6.0, 18.0} mS/m. 600

We then rotate the principal axis of the inner cylinder with 601

φ1 = 60◦ and φ2 = 150◦, rotate that of the outer cylinder with 602

φ1 = 120◦ and φ2 = 45◦, recompute the arbitrarily anisotropic 603

parameters based on [48, eqs. (1)–(3)], and come to 604

σ
′

s1 =

 9.438 −2.490 1.082
−2.490 12.31 −1.875
1.082 −1.875 11.25

 mS/m (29a) 605

σ
′

s2 =

 12.50 2.50 −3.674
2.50 12.50 −3.674

−3.674 −3.674 9.0

 mS/m. (29b) 606

Finally, one should note that the two concentric cylinders 607

have a length of 8 km in the 3-D model which is long 608

enough to imitate an infinite length. The whole domain is 609

discretized into 40 × 4000 × 40 voxeles in the 3-D EM 610

scattering computation. The 2.5-D ˜̄GEM used to compute the 611

incident fields inside the domain D is obtained via applying 612

the duality theorem to ˜̄GHJ given in Appendix C. 613

Fig. 8 shows the comparisons of the scattered H z
sct at 614

49 observation points computed by the 2.5-D EM scatter- 615
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Fig. 6. Comparisons of the scattered fields from the 2.5-D computational model and those from the 3-D computational model sampled at the receiver array
for (a) real part of Ex

sct , (b) imaginary part of Ex
sct , (c) real part of E y

sct , (d) imaginary part of E y
sct , (e) real part of Ez

sct , (f) imaginary part of Ez
sct , (g) real

part of H x
sct , (h) imaginary part of H x

sct , (i) real part of H y
sct , and (j) imaginary part of H y

sct .

Fig. 7. Configuration of an AEM survey model with two infinitely
long concentric anisotropic cylinders buried in the underground region. The
geometry parameters of the two cylinders and the computational domain D
are annotated in the figure.

Fig. 8. Comparisons of the vertical scattered magnetic fields from the 2.5-D
computational model and those from the 3-D computational model sampled
at different observation points for (a) real part of Hz

sct and (b) imaginary part
of Hz

sct .

ing model and the 3-D model [33]. The relative error is616

0.025%. This good match indicates the reliability of our 2.5-617

D model for computing EM scattering from large geology618

TABLE I
COMPARISON OF COMPUTATION CONFIGURATION AND COST IN CASE 3

bodies. Table I lists the computation configuration and cost 619

of the 3-D model and our 2.5-D model for this simulated 620

AEM survey. We can see that, with almost the same par- 621

allel computing using 16 CPU cores/32 threads, both the 622

computation time and memory cost of our 2.5-D model are 623

less than 10% of those consumed by the 3-D model. There 624

are two major reasons for this big discrepancy. The first 625

one is the implementation of BCGS to solve for the total 626

electric fields inside the computational domain. In the 3-D EM 627

scattering computation, the BCGS-FFT iterations only can be 628

implemented sequentially. By contrast, in the 2.5-D model, the 629

BCGS iterations can be directly parallelized for different ky 630

values. Note in our 2.5-D model, the 32-point Legendre–Gauss 631

quadrature is adopted and thus the computation of incident, 632

total, and scattered fields for 32 different ky values are inde- 633

pendently implemented in 32 threads. The whole integration 634

path for ky is uniformly divided into a series of segments. 635

The 32-point Legendre–Gauss quadrature is implemented in 636

each segment. The length of each segment is determined 637

based on the Nyquist sampling theorem to guarantee there 638

are at least two Legendre–Gauss points in each spatial period 639

of the inverse Fourier transform. The ×3 in the fourth and 640

fifth columns of Table I means the integration for ky in the 641

inverse Fourier transform converges in three steps. The ×2 642

means the integration is performed symmetrically for both 643

ky and −ky . As listed in the 4th column of Table I, the 644

BCGS in the 2.5-D model in each thread only needs 0.44 s. 645

The total time of 2.64 s is significantly less than the 3-D 646

BCGS time. The second reason lies in the computation of the 647

scattered fields. The 3-D model must compute the scattered 648

fields at all observation points since the layered DGFs for 649

different observation points are different. By contrast, in the 650
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2.5-D model, the DGFs are the same as long as the xr and651

zr coordinates of the observation points are the same. The652

yr coordinate does not affect the evaluation of DGFs. Its653

influence is manifested in the inverse Fourier transform to654

compute the spatial-domain scattered fields. Therefore, in the655

aforementioned AEM survey, our 2.5-D model actually only656

computes spectral-domain H z
sct for the first seven observation657

points having the same yr coordinate. This of course will658

significantly save the computation time.659

IV. SUMMARY AND CONCLUSION660

In this article, a VIE-based 2.5-D numerical model to661

compute the EM scattering from 2-D arbitrary anisotropic662

inhomogeneous scatterers embedded in layered uniaxial media663

and illuminated by 3-D sources was developed. The 2.5-D664

EFIE was derived by implementing the Fourier transform in665

the ŷ-direction to the 3-D EFIE given [33]. The evaluation666

of the 2.5-D DGFs which is most important to the accurate667

solution of the 2.5-D EFIE was also discussed in detail. It was668

found that partial components of the primary-field parts of669

2.5-D DGFs for a uniaxial medium have analytical expressions670

that are obtained via variable replacement. Other components671

can only be computed via inverse Fourier transform in the672

x̂-direction. However, all components of the 2.5-D DGFs673

accounting for layer boundary reflection and transmission674

must be evaluated via exerting the x̂-direction inverse Fourier675

transform to the spectral-domain DGFs given in [44]. Finally,676

the weak forms for the 2.5-D EFIE were also derived based677

on 2.5-D rooftop basis functions and were ready for iteratively678

solving.679

Three numerical experiments were performed to justify the680

correctness of the obtained 2.5-D DGFs in layered uniaxial681

media, the solutions of the 2.5-D state equation and data682

equation, and the computation efficiency of the 2.5-D model683

by comparing their integration results in the ŷ-direction with684

the corresponding results computed by the 3-D model given685

in [33] and [44]. It is found that the proposed 2.5-D model686

in this work can obtain the same incident fields, total fields,687

and scattered fields as those obtained by the 3-D model given688

in [33] but with a much lower cost. The high efficiency of our689

2.5-D model is because the solution in the ŷ-direction is in690

the spectral domain instead of in the spatial domain and the691

implementation can be directly parallelized.692

APPENDIX A693

The 1-D forward and inverse spatial Fourier transforms in694

the ŷ-direction are defined as follows:695

f̃ (x, ky, z) = F1Dy{ f (x, y, z)}696

=

∫
+∞

−∞

f · exp{ jky y}dy (A1a)697

f (x, y, z) = F−1
1Dy{ f̃ (x, ky, z)}698

=
1

2π

∫
+∞

−∞

f̃ · exp{− jky y}dky . (A1b)699

The 1-D forward and inverse spatial Fourier transforms in700

the x̂-direction are defined as follows:701

˜̃f (kx , ky, z) = F1Dx { f̃ (x, ky, z)}702

=

∫
+∞

−∞

f̃ · exp{ jkx x}dx (A2a) 703

f̃ (x, ky, z) = F−1
1Dx {

˜̃f (kx , ky, z)} 704

=
1

2π

∫
+∞

−∞

˜̃f · exp{− jkx x}dkx . (A2b) 705

One should note that x , y, and z in (A1) and (A2) should 706

be replaced with x − x ′, y − y′, and z − z′, respectively, if the 707

source point r′ is not in the origin. 708

APPENDIX B 709

The 2.5-D ˜̄GA in a homogeneous isotropic medium is 710

˜̄GA = −
jµ
4

H (2)
0 (kρρ)I (B1) 711

where ρ = ((x − x ′)2 + (z − z′)2)1/2, kρ = (k2
− k2

y)
1/2

= 712

(k2
x + k2

z )
1/2, µ is the relative permeability, and I is the 713

unit tensor. The nine components of the 2.5-D ˜̄GEJ in a 714

homogeneous isotropic medium are 715

˜̄Gxx
E J = −

ωµµ0

4
·

{
H (2)

0 (kρρ)−
k2
ρ

k2 ·
(x − x ′)2

ρ2 H (2)
0 (kρρ) 716

−
kρ
k2 ·

(z−z′)2−(x−x ′)2

ρ3 · H (2)
1 (kρρ)

}
717

(B2a) 718

˜̄Gxy
E J =

˜̄G yx
E J = −

jωµµ0

4
·

ky · kρ
k2 ·

(x − x ′)

ρ
· H (2)

1 (kρρ) 719

(B2b) 720

˜̄Gxz
E J =

˜̄Gzx
E J = −

ωµµ0

4
·

k2
ρ

k2 ·
(x − x ′) · (z − z′)

ρ2 · H (2)
2 (kρρ) 721

(B2c) 722

˜̄G yy
E J = −

ωµµ0

4
·

k2
ρ

k2 · H (2)
0 (kρρ) (B2d) 723

˜̄G yz
E J =

˜̄Gzy
E J = −

jωµµ0

4
·

ky · kρ
k2 ·

(z − z′)

ρ
· H (2)

1 (kρρ) 724

(B2e) 725

˜̄Gzz
E J = −

ωµµ0

4
·

{
H (2)

0 (kρρ)−
k2
ρ

k2 ·
(z − z′)2

ρ2 H (2)
0 (kρρ) 726

−
kρ
k2 ·

(x−x ′)2−(z−z′)2

ρ3 · H (2)
1 (kρρ)

}
. 727

(B2f) 728

The nine components of the 2.5-D ˜̄GHJ are 729

˜̄Gxx
H J =

˜̄G yy
H J =

˜̄Gzz
H J = 0 (B3a) 730

˜̄Gxy
H J = −

˜̄G yx
H J = −

j
4

H (2)
1 (kρρ) · kρ ·

z − z′

ρ
(B3b) 731

˜̄Gxz
H J = −

˜̄Gzx
H J = −

ky

4
H (2)

0 (kρρ) (B3c) 732

˜̄G yz
H J = −

˜̄Gzy
H J = −

j
4

H (2)
1 (kρρ) · kρ ·

x − x ′

ρ
. (B3d) 733
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Note in the above derivations, the following two identities734

regarding the Hankel function735

d
dx

[Hp(αx)] = −αHp+1(αx)+
p
x

Hp(αx) (B4a)736

Hp−1(αx)+ Hp+1(αx) =
2p
αx

Hp(αx) (B4b)737

are used.738

APPENDIX C739

The nine components of the 2.5-D ˜̄GA in a homogeneous740

uniaxial anisotropic medium are741

˜̄Gxx
A =

˜̄G yy
A = −

jµ11

4
√
νh

H (2)
0 (kρhρh) (C1a)742

˜̄Gzz
A = −

jµ11
√
νe

4
H (2)

0 (kρeρe) (C1b)743

˜̄Gzx
A = ±

µ11

2π

∫
+∞

0
744 {

kx

k2
x + k2

y
exp

[
− jke

z |z − z′
|
]
−

kx

k2
x + k2

y
745

exp
[
−jkh

z |z−z′
|

]}
sin[kx (x−x ′)]dkx (C1c)746

˜̄Gzy
A = ±

jµ11

2π

∫
+∞

0
747 {

ky

k2
x + k2

y
exp

[
− jke

z |z − z′
|
]
−

ky

k2
x + k2

y
748

exp
[
−jkh

z |z−z′
|

]}
cos[kx (x−x ′)]dkx (C1d)749

˜̄Gxy
A =

˜̄Gxz
A =

˜̄G yx
A =

˜̄G yz
A = 0 (C1e)750

where751

kρ =

√
k2 − k2

y, k =
√
ϵ11µ11k0, kρe =

√
k2 − νek2

y752

kρh =

√
k2 − νhk2

y, ρe =

√
(x − x ′)2

νe + (z − z′)2753

ρh =

√
(x − x ′)2

νh + (z − z′)2, ke
z =

√
k2 − νek2

x − νek2
y754

kh
z =

√
k2 − νhk2

x − νhk2
y, and755

νe
= ϵ11/ϵ33, and νh

= µ11/µ33756

are the electric and magnetic anisotropy ratios of the back-757

ground medium, respectively. The nine components of the758

2.5-D ˜̄GEJ are759

˜̄Gxx
E J = −

1
2π

∫
+∞

0

{
k2

x

k2
x + k2

y

ke
z

ωϵ11ϵ0
exp

[
− jke

z |z − z′
|
]

760

+
k2

y

k2
x + k2

y

ωµ11µ0

kh
z

exp
[
− jkh

z |z − z′
|

]}
761

× cos[kx (x − x ′)]dkx (C2a)762

˜̄Gxy
E J =

˜̄G yx
E J =

j
2π

∫
+∞

0
763{

kx ky

k2
x + k2

y

ke
z

ωϵ11ϵ0
exp

[
− jke

z |z − z′
|
]

764

−
kx ky

k2
x + k2

y

ωµ11µ0

kh
z

exp
[
− jkh

z |z − z′
|

]}
765

× sin[kx (x − x ′)]dkx (C2b) 766

˜̄Gxz
E J =

˜̄Gzx
E J = −

ωµ11µ0

4
·

k2
ρe

k2 ·
(x − x ′)(z − z′)

√
νeρ2

e
767

· H (2)
2 (kρeρe) (C2c) 768

˜̄G yy
E J = −

1
2π

∫
+∞

0

{
k2

y

k2
x + k2

y

ke
z

ωϵ11ϵ0
exp

[
− jke

z |z − z′
|
]

769

+
k2

x

k2
x + k2

y

ωµ11µ0

kh
z

exp
[
−jkh

z |z−z′
|

]}
770

× cos[kx (x − x ′)]dkx (C2d) 771

˜̄G yz
E J =

˜̄Gzy
E J = −

jωµ11µ0

4
·

√
νekykρe

k2 ·
(z − z′)

ρe
772

· H (2)
1 (kρeρe) (C2e) 773

˜̄Gzz
E J = −

ωµ11µ0
√
νe

4
774

·

{
H (2)

0 (kρeρe)−
k2
ρe

k2 ·
(z − z′)2

ρ2
e

775

· H (2)
0 (kρeρe)−

kρe

k2 ·
(x − x ′)2/νe

− (z − z′)2

ρ3
e

776

· H (2)
1 (kρeρe)

}
. (C2f) 777

The nine components of the 2.5-D ˜̄GHJ are 778

˜̄Gxx
H J = −

˜̄G yy
H J = ±

− j
2π

∫
+∞

0
779{

kx ky

k2
x + k2

y
exp

[
− jke

z |z − z′
|
]
−

kx ky

k2
x + k2

y
780

exp
[
− jkh

z |z − z′
|

]}
sin[kx (x − x ′)]dkx (C3a) 781

˜̄Gxy
H J = ±

1
2π

∫
+∞

0

{
k2

y

k2
x + k2

y
exp

[
− jke

z |z − z′
|
]

782

+
k2

x

k2
x + k2

y
exp

[
− jkh

z |z − z′
|

]}
783

× cos[kx (x − x ′)]dkx (C3b) 784

˜̄Gxz
H J = −

√
νeky

4
H (2)

0 (kρeρe) (C3c) 785

˜̄G yx
H J = ±

−1
2π

∫
+∞

0

{
k2

x

k2
x + k2

y
exp

[
− jke

z |z − z′
|
]

786

+
k2

y

k2
x + k2

y
exp

[
− jkh

z |z − z′
|

]}
787

× cos[kx (x − x ′)]dkx (C3d) 788
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˜̄G yz
H J = −

j
4

H (2)
1 (kρeρe) · kρe ·

x − x ′

√
νeρe

(C3e)789

˜̄Gzx
H J =

√
νhky

4
H (2)

0 (kρhρh) (C3f)790

˜̄Gzy
H J =

j
4

H (2)
1 (kρhρh) · kρh ·

x − x ′

√
νhρh

(C3g)791

˜̄Gzz
H J = 0. (C3h)792
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